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Abstract

Introduction

Acute kidney injury (AKI) requiring dialysis after cardiac surgery
is a critical condition associated with increased mortality and mor-
bidity. Early prediction of AKI is essential for timely intervention and
improved patient outcomes. However, the development of accurate
predictive models is challenged by class imbalance in datasets,
where non- AKI cases significantly outnumber AKI cases.

Methods

This study explores various machine learning approaches to ad-
dress this challenge, comparing nine algorithms: Logistic Regres-
sion, Gradient Boosted Trees, Support Vector Machines, Random
Forest, Naive Bayes, Generalized Linear Model, Fast Large Margin,
Deep Learning and Decision Tree. Using clinical data from cardi-
ac surgery patients in Malaysia (2011-2015), we evaluated model
performance across three data configurations: original imbalanced
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dataset (179 AKI vs. 1,562 non-AKI cases), random down sampling
(134 cases per class) and Synthetic Minority Over- sampling Tech-
nique (SMOTE, 1,250 cases per class).

Results

Results demonstrated that while models trained on imbalanced
data achieved high overall accuracy (85-90%), they exhibited poor
sensitivity (40-50%) for detecting AKI cases. Both balancing tech-
niques significantly improved performance, with SMOTE showing
the most substantial enhancements: sensitivity increased to 75-
85%, precision improved to 80-85% and ROC-AUC scores reached
85-90%. Feature importance analysis revealed that balancing tech-
niques uncovered more nuanced predictive factors, including creati-
nine levels, length of stay, insulin use and hypertension status.

Conclusion

This study demonstrates that addressing class imbalance is cru-
cial for developing reliable clinical decision-making tools for AKI pre-
diction and provides a framework applicable to other rare but serious
medical conditions.

Keywords: Acute Kidney Injury; Cardiac Surgery; Class Imbal-
ance; Clinical Decision Support; Down Sampling; Feature Impor-
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Introduction

Acute Kidney Injury (AKI) is a critical medical condition charac-
terized by a sudden decline in kidney function, leading to increased
serum creatinine levels or reduced urine output. This condition sub-
sequently causes dysregulation of the body electrolytes and fluid bal-
ance, as well as abnormal retention of nitrogenous waste [1]. Paweena
Susantitaphong et al. [2], conducted a meta-analysis of 154 studies
examining the global incidence of AKI in adults and children. The
pooled incidence rates of AKI were found to be 21.6% in adults and
33.7% in children. Meanwhile, the pooled AKI-associated mortality
rates were 23.9% in adults and 13.8% in children. In addition, AKI
can lead to long-term complications including an increased risk of
developing Chronic Kidney Disease (CKD) with an adjusted Hazard
Ratio (HR) reaching as high as 8.82 in certain populations.

Furthermore, cardiac surgery is reported to be one of the significant
factors developing AKI. This is attributed to several factors such as
hemodynamic, inflammatory and nephrotoxic factors [3]. These fac-
tors lead to renal vasoconstriction and ischemia, ultimately resulting
in AKI. Various studies have highlighted the notably high prevalence
of Acute Kidney Injury (AKI) following cardiac surgery, is. Up to
30% of patients who undergo cardiac surgery developed acute kidney
injury with approximately 1% required dialysis. According to Cardi-
nale D et al. the incidence rate of AKI following cardiac surgery rang-
es from 6% to 20%, with mortality rates between 3.7% to 34% [4].
Furthermore, Acute Kidney Injury (AKI) also complicates recovery
from cardiac surgery in up to 30% of patients, injuries and impairs
the function of the brain, lungs, gut and places patients at a 5-fold
increased risk of death during hospitalization [5]. Conclusively, AKI
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has a profound impact on patient morbidity and mortality. Therefore,
early detection and timely intervention are essential to prevent the
progression of AKI to more severe stages, reduce complications and
improve overall patient outcomes including a lower mortality rate.
Acute kidney injury can be predicted and managed using biomarkers,
machine learning and fluid management [6]. Accurate prediction is
crucial in healthcare as it helps to identify at-risk patients early and
alleviates the burden on healthcare systems. The Cleveland Clinic
Score has been widely used as a predictive tool to estimate the risk of
Acute Kidney Injury (AKI) requiring dialysis after cardiac surgery. It
incorporates multiple clinical variables, such as patient demograph-
ics, comorbidities and surgical details, to generate a risk score. This
tool is adapted from the 2005 Thakar model, which is considered to
be the best-validated and most predictive tool [7]. Despite its effec-
tiveness, this model’s reliance on conventional statistical approach-
es may limit its applicability in diverse populations or datasets with
imbalanced cases—a common challenge in AKI datasets where non-
AKI cases predominate. Furthermore, these conventional methods for
monitoring renal function often fall short as they depend on late-stage
indicators, potentially delaying necessary treatment and worsening
patient outcomes.

Recent advances in Machine Learning (ML) have emerged as
powerful tools to improve the predictive accuracy of AKI outcomes.
These advanced algorithms can analyse clinical variables with the
ability of analysing and processing huge datasets in real time, en-
abling earlier identification of at-risk patients and more precise
predictions of AKI. However, a persistent challenge in developing
effective ML models for effective AKI prediction is data imbalance,
which often results in biased model performance and reduced general-
izability. Since the incidence rate of AKI is typically low, this creates
a significant dataset class imbalance challenge for predictive mod-
elling. This imbalance poses substantial methodological obstacles in
developing accurate machine learning approaches. Researchers have
explored multiple strategies to address the data imbalance challeng-
es [8]. Machine learning techniques for handling data imbalance have
evolved from traditional resampling methods to more sophisticated
approaches. Early strategies involved oversampling minority classes
and under-sampling majority classes, with hybrid techniques com-
bining both methods [9]. SMOTE (Synthetic Minority Over-sam-
pling Technique) innovatively creates artificial minority class sam-
ples, expanding limited dataset representation through synthetic data
generation. Ensemble learning strategies like boosting and bagging
enhance model performance by dynamically adjusting weights and
creating balanced subsets [10-12]. Despite their effectiveness, these
methods are often perceived as “black-boxed,” presenting challeng-
es in understanding their intricate decision-making processes. Deep
learning techniques have emerged as a powerful solution, offering
advanced feature extraction and improved sensitivity for predicting
rare events. These approaches demonstrate significant potential in
managing complex, imbalanced datasets, particularly in domains
like Acute Kidney Injury (AKI) prediction [13-14]. While the tech-
niques mentioned have demonstrated potential benefits, significant
gaps remain in understanding their effectiveness in predicting AKI.
This study aims to explore various ML approaches for predicting AKI
outcomes, particularly focusing on addressing the challenges posed
by imbalanced AKI datasets. Imbalanced datasets often result in bi-
ased model performance and reduced generalizability in predictive
algorithms. To address this, the study employs the Synthetic Minority
Over-sampling Technique (SMOTE), an innovative method that
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generates artificial samples for minority classes, thereby improv-
ing dataset representation through synthetic data generation. We eval-
uate and compare the performance of various ML using nine machine
learning algorithms; Logistic Regression, Gradient Boosted Trees,
Support Vector Machines, Random Forest, Naive Bayes, Generalized
Linear Model, Fast Large Margin, Deep Learning and Decision Tree
in predicting AKI requiring dialysis. Through this analysis, we utilize
diverse clinical datasets to enhance the generalizability of the models
and provide actionable insights for healthcare decision-making. By
addressing these aspects, this study strives to refine predictive accu-
racy, facilitate informed clinical decisions and ultimately contribute
to improved clinical decision-making and patient care. While all the
techniques mentioned have shown potential benefits, significant gaps
remain in understanding their effectiveness for AKI prediction.

This study aims to explore various ML approaches for predict-
ing AKI outcomes with a specific focus on addressing the challenges
posed by an imbalanced AKI dataset. We evaluate and compare the
performance of various ML using nine machine learning algorithms;
Logistic Regression, Gradient Boosted Trees, Support Vector Ma-
chines, Random Forest, Naive Bayes, Generalized Linear Model, Fast
Large Margin, Deep Learning and Decision Tree in predicting AKI
requiring dialysis. Through this analysis, we utilize diverse clinical
datasets to enhance the generalizability of the models and provide
actionable insights for healthcare decision-making. By addressing
these aspects, this study strives to refine predictive accuracy, facili-
tate informed clinical decisions and ultimately contribute to improved
clinical decision-making and patient care.

Methods

A rigorous methodology is employed, encompassing several key
stages: data preprocessing, model training, evaluation and compara-
tive analysis. Figure 1 shows the overall workflow of the study.

Figure 1: Stages of data sources, data pre- processing, model development
and model evaluation using RapidMiner software.

Data source

Data was collected based on the Cleveland Clinic Score, which
includes key variables relevant to AKI prediction. This study is
grounded in the research titled “Validating Cleveland Clinic Score
to Predict Acute Kidney Injury Requiring Dialysis After Cardiac Sur-
gery [15].” The research involved comprehensive national-level data
collection from patients who underwent cardiac surgery at a tertiary
cardiothoracic center in Malaysia between 2011 and 2015. The meth-
odology for this data collection process has been detailed in a prior
publication19. The primary data source for this investigation was the
Electronic Health Records (EHR), which contained extensive
patient information, including clinical, surgical laboratory data. This
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dataset includes clinical and demographic variables relevant to AKI
prediction, with an original cohort comprising 179 patients with AKI
and 1,562 patients without AKI. The Cleveland Clinic Score, a widely
recognized predictive model for AKI requiring dialysis, served as the
foundation for selecting the variables included in this study. Key vari-
ables utilized in the analysis encompassed gender, insulin use, history
of Chronic Obstructive Pulmonary Disease (COPD), prior surger-
ies, Left Ventricular Ejection Fraction (LVEF), Intra-Aortic Balloon
Pump (IABP) use, Congestive Heart Failure (CHF) diagnosis, type
of surgery, emergency status, creatinine levels and the need for renal
replacement therapy as the primary endpoint. Additionally, we incor-
porated other variables such as age, hypertension status, discharge
status and length of stay due to their potential significance in predict-
ing patient outcomes.

Data preprocessing

In this study, the raw data was carefully explored and prepared
based on its characteristics and structure. Initial steps included ex-
amining the dataset to identify any inconsistencies, errors, or outliers
that could affect the analysis. The extent and pattern of missing val-
ues also were assessed and appropriate strategies, such as imputation
and exclusion, were applied to minimize bias while preserving data
integrity. This process encompasses both feature selection and data
balancing techniques as essential components to prepare the dataset
for effective machine learning model training.

Feature selection

Identifying the most important factors for predicting AKI requir-
ing dialysis requires feature selection to be applied in our method.
The process is crucial for enhancing model efficiency by including
only the most important predictive variables, identified through an
analysis of their individual contributions and clear patterns in the
data. Several key aspects were considered when selecting these fac-
tors. As correlation was assessed to determine how closely each factor
relates to the outcome being predicted, uniqueness was somehow as-
sessed to see how distinct each factor is from others. Stability was
also important that we evaluated how consistent each factor remained
across different groups of data. Additionally, the amount of missing
information for each factor was taken into account, along with any
factors that contained free-text data.

Data balancing techniques

To address class imbalance, we apply the Synthetic Minority Over-
sampling Technique (SMOTE), which generates synthetic examples
of AKI cases to balance the training dataset. This technique aims to
improve model performance by ensuring that minority class instances
are adequately represented during training. In this study, we imple-
mented a combined approach to address class imbalance by utilizing
both upsampling with SMOTE and downsampling. SMOTE gener-
ates synthetic samples of the minority class by interpolating between
existing minority class samples. This approach yielded a balanced
dataset with 1,250 samples in each class, enabling the models to gen-
eralize better without overfitting to the minority class. Meanwhile,
downsampling reduces the majority class size to match the minority
class, resulting in 134 samples per class. By employing these meth-
ods, this study aimed to evaluate the impact of class balancing tech-
niques on model performance and identify the most effective approach
for predicting acute kidney injury requiring dialysis.

Data splitting

To ensure an unbiased evaluation of the machine learning models,
the dataset was divided into training and testing sets. An 80:20 split
was applied, where 80% of the data was used for training the mod-
els and the remaining 20% was reserved for testing. The choice of an
80:20 split was made to maximize the amount of data available for
training while maintaining a reasonable testing set size to reduce the
risk of overfitting. This method of splitting ensures that the evaluation
of the models reflects their real- world performance, providing con-
fidence in their predictive ability when applied to unseen data. The
hyperparameters were automatically optimized using RapidMiner’s
AutoModel feature during the training phase to enhance the perfor-
mance of each algorithm. Hyperparameter tuning is performed using
grid search to optimize performance metrics such as accuracy, preci-
sion, recall Area Under The Receiver Operating Characteristic Curve
(AUC-ROCQ).

Analysis

In this study, we implement nine machine learning algorithms to
evaluate their predictive capabilities for AKI namely Logistic Regres-
sion, Gradient Boosted Trees, Support Vector Machine (SVM), Ran-
dom Forest, Naive Bayes, Generalized Linear Model (GLM), Fast
Large Margin, Deep Learning and Decision Tree. The selection of
these algorithms was based on several important factors relevant to
the nature of the problem and the characteristics of the data. These
algorithms represent a diverse range of methodologies, from simple
linear models like Logistic Regression to complex non-linear mod-
els such as Deep Learning. This diversity allows for a comprehen-
sive evaluation of different approaches to determine which model
performs best in predicting acute kidney injury (AKI) outcomes.
All selected algorithms are well-suited for binary classification tasks,
which is essential for this study since the goal is to predict whether a
patient will develop AKI requiring dialysis. Algorithms like Logistic
Regression and SVM are particularly effective in binary classifica-
tion scenarios due to their ability to model probabilities and decision
boundaries effectively. Additionally, some algorithms offer high inter-
pretability, such as Decision Trees and Logistic Regression, making
it easier to understand how predictions are made. This interpretability
is crucial in healthcare settings where understanding model decisions
can impact clinical practices. Given that AKI requiring dialysis is a
relatively rare outcome compared to non-AKI cases, algorithms like
Random Forest and Gradient Boosted Trees can handle class imbal-
ance effectively through techniques such as ensemble learning and
boosting. The inclusion of various algorithms also allows for hyper-
parameter tuning and model optimization, significantly enhancing
predictive performance. Techniques like grid search can be applied
across these diverse models to find optimal parameters that improve
metrics such as accuracy, precision, recall and area under the receiver
operating characteristic curve (AUC-ROC). Furthermore, the selected
models vary in their assumptions about data distribution and relation-
ships among features. For instance, Naive Bayes assumes indepen-
dence among predictors, while Random Forest can manage correlated
features effectively. This robustness allows for better adaptability to
different characteristics within the dataset.

Model evaluation and comparative analysis

The evaluation phase tests our models on a separate validation data-
set to assess their predictive capabilities in real-world scenarios. To
extend these metrics, we also focus on other relevant indicators of
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model performance, including the harmonic mean of precision and
recall, true positive rate and true negative rate.

Feature Importance

In this study, we used correlation-based feature selection to de-
termine the importance of different features. A higher correlation in-
dicates that an attribute is more relevant to the prediction task. This
technique is suitable for data with numerical or binomial labels. Cor-
relation values range from -1 to +1 and measure how two attributes
are related. A positive correlation means that larger values of one at-
tribute are linked to larger values of another, while smaller values are
linked to smaller values. On the other hand, a negative correlation
indicates that larger values of one attribute are associated with smaller
values of another. Correlation is calculated by summing the products
of deviations from the mean for each attribute and normalizing this by
the product of their standard deviations. This study adheres to ethical
guidelines for data use and patient privacy. Patient identifiers were re-
moved and data were anonymized to ensure confidentiality. The Med-
ical Research and Ethics Committee, Ministry of Health, Malaysia
approved this study.

Results

The study’s evaluation of nine machine learning algorithms re-
vealed remarkable variations in performance across the three data
configurations of balance and imbalance (Figure 2).

For an imbalanced dataset, the accuracy ranged approximately be-
tween 85-90%. The sensitivity was hovering around 40-50% to detect
minority class (AKI patients). Conversely, the specificity was ex-
tremely high, reaching around 95-98%. The precision remained mod-
erate, ranging between 60-70%, while the ROC-AUC score settled at
approximately 75-80%. The random down-sampling approach yield-
ed notable improvements in model performance. The overall accura-
cy is slightly lower at 80-85%. The sensitivity improved substantially,
increasing to 60-70%, which indicated a better ability to identify AKI
cases. The specificity experienced a modest decline to 85-90%, while
the precision showed an encouraging increase to 75-80%. The ROC-
AUC score improved to 82-85%, demonstrating enhanced discrimi-
native capabilities. The Synthetic Minority Over-Sampling Technique
(SMOTE) demonstrated the most significant improvements in model
performance. The accuracy stabilized around 82- 87%. The sensitiv-
ity experienced a substantial increase to 75-85% in detecting AKI
cases. The specificity was maintained at 80-90%, while the pre-
cision significantly improved to 80-85%. The ROC-AUC score was
enhanced to 85-90%, indicating a notable improvement in the mod-
el’s discriminative power.

The feature importance analysis provided critical insights into the
predictive modelling of Acute Kidney Injury (AKI), revealing pro-
found differences between the imbalanced and balanced datasets (fig-
ure 3). The balancing techniques (both downsampling and SMOTE)
reveal more nuanced insights, giving greater importance to attributes
like creatinine levels, length of stay, insulin use and hypertension sta-
tus. Specifically, insulin use and hypertension status show a signifi-
cant increase in weight, indicating their stronger role in AKI predic-
tion when both classes are equally represented.

Discussion

This study provides a critical examination of machine learning
approaches to Acute Kidney Injury (AKI) prediction, addressing the

Figure 2: Performance of machine-learning algorithms for AKI prediction
between Imbalance and Balanced Data.

Figure 3: Feature Importance for AKI prediction between Imbalance and
Balanced Data.

challenge of class imbalance in clinical datasets. Our findings under-
score the significant impact of data balancing techniques on predictive
model performance. The most striking observation from our analysis
is the improvement in model performance when addressing class im-
balance. In the original imbalanced dataset, models demonstrated a
concerning limitation: while maintaining a high overall accuracy (85-
90%), they exhibited poor sensitivity (40-50%) for detecting AKI cas-
es. This demonstrates the effect of untreated imbalance issues, which
lead to higher misclassification of critical AKI events due to the dis-
proportionately fewer positive examples of AKI cases during training.
This highlights a critical weakness in traditional machine learning ap-
proaches when applied to medical prediction tasks with uneven class
distributions [16-18]. Both down-sampling and Synthetic Minority
Over-sampling Technique (SMOTE) techniques showed substantial
improvements as compared to an imbalanced dataset. By exposing the
model to a more representative AKI case, the minority-class detection
was then enhanced. As such, the performance of the models offers
a more reliable representation of how the model will perform in a
real-world clinical situation. Comparing both down-sampling and
SMOTE, SMOTE emerged as the more promising approach. The
sensitivity increased dramatically to 75-85%, a clinically significant
enhancement that directly translates to improved early detection ca-
pabilities [19]. The Receiver Operating Characteristic Area Under the
Curve (ROC-AUC) score improvement from 0.75-0.80 to 0.85-0.90
further validates the effectiveness of this balancing technique. Plau-
sible explanation to the superior performance by SMOTE compared
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to undersampling is the fact that SMOTE enhances the minority class
by synthesizing plausible new data points, as opposed to discarding
a portion of majority class data, leading to risk of information loss
in undersampling. This leads to a better model learning, as there is
more comprehensive representation of AKI cases, enhancing the dis-
criminative ability [20,21]. The feature importance analysis revealed
a profound shift in predictive modelling when addressing class imbal-
ance. In the original imbalanced dataset, prediction relied heavily on
a few dominant clinical markers. After implementing balancing, we
observed several key changes: The model’s dependence shifted from
relying primarily on prevalent indicators in non-AKI cases (the ma-
jority class) to incorporating a more comprehensive range of predic-
tive factors. This shift highlights two important scientific insights.
Firstly, it highlights that class imbalance can significantly distort
which features appear predictive in standard analyses, leading to in-
complete or skewed clinical inferences. In the imbalanced dataset,
predictions largely hinged on a small subset of dominant clinical vari-
ables, potentially overshadowing critical but underrepresented signals
thatare more common among AKI patients. Secondly, it demonstrates
that the balancing of minority-class examples allows the algorithm to
more robustly capture the multifactorial nature of AKI, thereby un-
masking additional risk signals. Models gain a broader view of pa-
tient characteristics, enabling them to unearth nuanced risk factors
that might otherwise remain undetected. In essence, this transforma-
tion enabled a more holistic approach to risk assessment, rather than
focusing exclusively on dominant indicators. Recent literature sup-
ports these insights, particularly in the context of rare medical event
detection [22,23].

Our findings have significant implications for both AKI prediction
and broader clinical care. The balanced models demonstrate superior
early detection capabilities for AKI, potentially enabling more timely
medical interventions and improved patient outcomes [24]. Further-
more, these models provide deeper insights into AKI risk factors
compared to traditional approaches, facilitating more comprehensive
patient risk assessment. This is due to the fact that by counteracting
the bias introduced by skewed representation of non-AKI examples,
balancing expands the algorithm’s exposure to the more diverse pre-
sentations of AKI. This leads to a better understanding of the interplay
among comorbidities, treatment factors and patient outcomes, reflect-
ing the real-world clinical situations more accurately. The methodol-
ogy developed in this study extends beyond AKI prediction and could
be applied to improve predictive modelling for other rare but serious
medical conditions. Our results strongly suggest that addressing class
imbalance is crucial for developing reliable clinical decision-making
tools, particularly when dealing with conditions that occur infrequent-
ly but carry significant health risks [24].

Limitations

Our study has three key limitations. First, since we only used data
from cardiac surgery patients, our findings may not apply equally
well to other patient groups or medical settings. Second, while using
synthetic data helped balance our dataset, this approach might intro-
duce biases and may not fully capture the complexities of real AKI
cases. This limitation raises important questions about the robustness
of the model when applied to real-world clinical scenarios. Finally,
although our results show significant improvements, they need val-
idation across different medical settings and patient populations to
confirm their broader applicability.

Conclusion

This study represents a significant step forward in addressing the
challenge of class imbalance in medical predictive modelling. By
demonstrating the substantial improvements achievable through care-
ful balancing techniques, we provide a framework for more accurate
and clinically relevant machine learning approaches to AKI predic-
tion.
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